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1. Introduction

Climate change is one of the most fascinating and thoroughly studied environmental topics in the economics and scientific literature. The control of climate change is a formidable challenge: no other environmental problem has so much uncertainty, requires so much coordination among countries, and is so dynamically linked across time.

Climate change is so interesting because the problem encompasses all aspects of environmental science and economics. On the scientific side, significant uncertainties remain about the transport of the greenhouse gas (GHG) pollutants through the atmosphere and the effect of GHGs on the atmospheric temperature, ocean temperature, rainfall, and sea level. The study of such climate processes requires the use of large computer models called general circulation models (GCMs).

The economics of climate change is even less well-understood. Significant uncertainties remain about the impacts of climate change on industries such as agriculture and recreation (e.g., skiing). The costs of controlling a long-run problem like climate change depend primarily on the degree of technical innovation, which is obviously difficult to predict. For example, innovations in the automobile industry such as more inexpensive electric cars could dramatically reduce the seriousness of the climate change problem.\(^1\) Assigning weight to benefits received far in the future is quite difficult. Finally implementation and credible enforcement of a climate change control policy across countries is a challenge for any regulation instrument.

1.1. Key Aspects of Integrated Assessment Models

On an individual level, many aspects of climate change are now under study in the literature. However, many researchers combine the scientific and economic aspects of climate change in order to assess policy options for climate change (as opposed to advancing knowledge for its own

\(^1\) Because climate change is a long run problem, costs associated with slow adoption of new technologies such as fuel efficient cars are small.

We define an integrated assessment model broadly as any model which combines scientific and socio-economic aspects of climate change primarily for the purpose of assessing policy options for climate change control. Other authors have similar definitions; for example Weyant, et. al. (1996) defines integrated assessment even more broadly as any model which draws on knowledge from research in multiple disciplines.

Weyant, et. al. (1996) give three purposes for integrated assessment: (1) assess climate change control policies, (2) constructively force multiple dimensions of the climate change problem into the same framework, and (3) quantify the relative importance of climate change in the context of other environmental and non-environmental problems facing mankind. An example of (1) is the assessment of an Intergovernmental Panel on Climate Change (IPCC, 1990 and IPCC, 1992) control policy on sea level rise and the resulting effects on coastal ecology or tourism. Another example of (1) is the computation of the optimal climate control policy. An example of (2) is ranking the importance of the temperature change from a doubling of CO₂ (the climate sensitivity parameter) and the discount rate parameter, which can only be done within an interdisciplinary framework. Another example of (2) is identifying the driving forces behind climate change by identifying to which sectors climate change is most sensitive. An example of (3) is ranking the benefits of climate change control with improving sanitation or improving medicine in developing countries. In Section 4, we show that IAMs have addressed all of these questions and have achieved specific results, although the degree to which policy makers have used the results of IAMs is open to question. Note that the Weyant, et. al. (1996) definition is particularly broad, which reflects the wide variety of uses for IAMs.
IAMs vary widely in several key areas. IAMs are divided into two broad categories, which vary according to the policy options available to the regulator (both GHG control policies and economic policies). IAMs also differ in the complexity of the economic and climate sectors. An important difference between IAMs is the treatment of uncertainty, a fundamental concern in climate change policy. Finally, IAMs differ in the responsiveness of agents within the model to climate change policies.

Policy evaluation IAMs (hereafter policy evaluation models) consider the effect of a single policy option (often one proposed in IPCC, 1990, 1992) on the biosphere, climate, and sometimes economic systems. Policy evaluation models are also known as simulation models. In contrast, policy optimization IAMs (hereafter policy optimization models) have a dual purpose: (a) to seek to find the optimal policy which trades off expected costs and benefits of climate change control (regulatory efficiency) or the policy which minimizes costs of achieving a particular goal (regulatory cost-effectiveness) and (b) to simulate the effect of an efficient level of carbon abatement on the world economy. The distinction between these two kinds of models is critical because the degree of complexity in the policy options dictates the degree of complexity in the IAM. Policy evaluation models consider a single exogenously specified policy and seek to estimate the effects of that policy on the environment. Policy optimization models search for the optimal policy, which is a complex process and computationally expensive. Hence, such models typically have economic and climate sectors which are relatively simple.

Policy optimization and evaluation models also differ on a deeper level. Policy optimization models invoke well-known theorems on the equivalence between an efficient solution and the market equilibrium with an internalized public good provision. That is, policy optimization models find the same level of GHG control we expect to observe in a government elected by rational voters, and the same responses we expect to observe from rational agents. Policy optimization models start with a market economy in which the regulatory instrument is a tax and then convert the model to an equivalent problem which finds the optimal emissions (see, for example, Nordhaus and Yang, 1996). Such models maximize a weighted sum of utilities where the weights are adjusted until individual budgets balance, which is equivalent to a Pareto optimum by the second welfare theorem. Other policy optimization models start with optimal emissions and convert the results into a tax.

---

2 Indeed, many policy optimization models start with a market economy in which the regulatory instrument is a tax and then convert the model to an equivalent problem which finds the optimal emissions (see, for example, Nordhaus and Yang, 1996). Such models maximize a weighted sum of utilities where the weights are adjusted until individual budgets balance, which is equivalent to a Pareto optimum by the second welfare theorem. Other policy optimization models start with optimal emissions and convert the results into a tax.
optimization models are thus normative and provide a description of the world, given the assumptions of the equivalence theorems. Policy evaluation models take actions by agents and governments as given, provided by policy proposals, assumption, observation, and/or expert opinion. Policy evaluation models thus have more freedom to model phenomena that are inconsistent with some of the assumptions of policy optimization models. For example, in a policy optimization model implicitly assumes optimal economic growth rates (and therefore future emissions), which are higher than has been observed in some developing countries. A policy evaluation model is free to assume that growth in the developing world matches the historically observed growth rates. A policy evaluation model is, however, only as good as the modeler’s ability to predict decisions. A reader thus cannot readily interpret why agents respond the way they do in policy evaluation models (i.e. why economic growth is so slow in some countries). Thus, policy evaluation models are more like “black boxes” and the meaning of the results is less clear.

The advantage of policy evaluation models versus policy optimization models is that policy evaluation models allow for much greater detail on the physical, economic and social aspects of the very complex climate change problem. However, added complexity is usually a mixed blessing since what drives the results in complex models is rarely clear. Conversely, optimization models have complex policies which can depend on state variables such as the state of the climate and economic growth. Further, optimization models allow for economic responses to policies. An optimization model may let producers and consumers determine endogenously the optimal mix of GHG intensive and non-GHG intensive fuels given a climate change control policy, while in an evaluation model the modeler specifies exogenously the mix of fuels used. Hence policy evaluation models must rely essentially on the skill of the modeler in taking into account how consumers and producers behave. However, optimization models lack detail and abstract away from what some consider important details in climate change.

3 Usual reasons for slow growth are differences in variables such as education and life expectancy (see for example, Summers and Heston, 1991) and differences in economic institutions and structure (see for example, Mauro, 1995 or North 1996). Such complications are not included in any policy optimization model.
Within the policy evaluation or optimization model types, significant variation exists in the level of complexity of the economic and climate sectors. Some IAMs (both optimization and evaluation) are geographically complex and divide the world into as many as 19 regions, each differing in emissions and impacts. Other models have a highly complex energy sector that forecasts conversions to alternative energy technologies as the cost of fuels which emit GHGs rise. On the physical side, some models based on GCMs model the climate with great care and account for variations in climate change across different types of topography, while others have a complex model of atmospheric chemistry, allowing for many different types of GHGs. As pointed out in Tol, et. al. (1995), there does not appear to be any consensus about what aspects of the climate change problem should be included in an IAM model. For example, Weyant et. al. (1996) states that “IAMs should consider the problem of local air quality,” because changes in weather affect the removal of local air pollutants. Modeling changes in local air quality would add enormous complexity. Why local air quality is more important than other un-modeled aspects of climate change that could be added (with perhaps less complexity) is not clear.

Many IAMs are designed to answer smaller questions about climate change. For example, if a researcher is interested in the degree of technical change that can be expected to arise from an aggressive control strategy, a policy evaluation model with a highly complex energy sector may be appropriate. But in most models it is not clear why some aspects of climate change are included and others are not. Tol, et. al. (1995) proposes that IAM models should be “balanced.” That is, IAMs should pay relatively equal attention to the various components of the climate change problem.

Another idea is to model those aspects of climate change for which the optimal or best climate change policy is most sensitive. For example, if climate change control rates are very sensitive to the inclusion of sulfur dioxide (which is discharged from burning coal and acts to cool the earth), then the case for including sulfur dioxide in IAMs is strong. If an IAM finds similar control rates when sulfur dioxide is integrated with other GHGs into a single pollutant, then modeling sulfur dioxide separately needlessly adds complexity. A problem with this approach is that few studies actually compute for what aspects of climate change the control policy is most sensitive. A study might vary some parameters of the model and compute how the results change,
but few studies compute how the results change if another sector or another GHG or another region is added. A few new results in this area, detailed below, indicate the importance of economic growth assumptions and the role of discounting. Few IAMs have a complex model of how economic growth occurs and fewer still have a complex model of discounting (through, for example, an overlapping generations framework).

An important feature of some policy optimization models is allowing agents to respond to GHG control policies. For example, a policy evaluation model might take as exogenous a forecast of uncontrolled emissions growth over the next century, and then evaluate the impact of a proposed IPCC control policy and compare the impacts to those that occur with no control policy. However, emissions growth projections are based on economic growth. Economic growth will be quite different in a world with a restrictive control policies versus a world with no control policies (due to the response of economic agents to the GHG control policy). Hence uncontrolled emissions are quite different, which violates the implicit assumption that uncontrolled emissions do not vary. All policy evaluation models and even some policy optimization models let uncontrolled emissions be exogenous, although a few fully specified policy optimization models take into account such changes in behavior. Modeling uncontrolled emissions has important consequences. For example, Manne and Richels (1993) show that if consumers believe the chance that emissions will be reduced to 1990 levels in 2010 is 50%, consumers will reduce emissions in the year 2000 as if a tax of $17.50 per ton of carbon were already in place.

1.2. Uncertainty in Integrated Assessment

One of the dominant issues in the economics of climate change is the role of uncertainty. Manne and Richels (1992), in their important book on controlling precursors of climate change, focus almost entirely on hedging against uncertainty. Nordhaus (1994), in his equally important book on the economics of climate change, devotes considerable space to the implications of uncertainty for forming control policies. The policy debate world-wide is dominated by the

\[ \text{\footnotesize{4 Other papers that have considered these issues include Hammitt et al. (1992), Kolstad (1993), and Peck et al. (1989).}} \]
question: "Do we know enough to control the problem now or should we wait until more is known about climate change?" Although uncertainty is always present in problems of environmental policy, the uncertainty is much greater in the case of climate change if for no other reason than the problem and its solution span decades or even centuries. Implicit in the decision about controlling now or waiting is how fast uncertainty is resolved. If research resolved uncertainty quickly (as is currently predicted), then waiting until more is known costs little. If uncertainty is not resolved quickly, then costs associated with waiting can add up.

The uncertainty problem has two dimensions: parametric uncertainty and stochasticity. Some aspects of climate change are not well understood, although presumably over time the problem will be better understood. We are uncertain about particular parameters of the problem, but we expect that uncertainty to diminish with time or effort (e.g., R&D). We might also be concerned with the structure of the problem. These are examples of what we term parametric uncertainty.

A close relative of parametric uncertainty is stochasticity. Stochasticity arises from phenomena that affect the economic or physical processes, but are not modeled. First, regardless of how complex an economic or physical model is, some elements are inevitably not modeled. Often the sum of the not modeled parts of a process behave like a stochastic shock. For example, volcanoes, sunspots, and hundreds of other phenomena affect the global mean temperature in a way that is approximated by an AR(1) process (see Kelly, Kolstad, Schlesinger, and Androva, 1998). Secondly, one cannot know the future values of many economic and technology processes because if the future were known, consumers would act on that knowledge in ways which change the future. For example, future economic growth rates (and hence emissions) are stochastic because if an IAM could predict future values of GDP, consumers and investors could use the same model to predict GDP and use the results to change savings and consumption behavior. Here a random walk approximates the stochastic GDP process quite well. Hence climate change is subject to stochastic shocks which affect climate, technology and costs; but the future values of these shocks are always uncertain. These two elements--parametric uncertainty and stochasticity-
-generate significant uncertainty in trying to formulate policy for controlling greenhouse gases (GHGs).

To make things more complex, parametric uncertainty is not constant over time; that is, learning takes place. Over time, learning can reduce parametric uncertainty. By investing in R&D, or observing climate behavior, we can learn about uncertain parameters. Of course, ex ante, we do not know how parametric uncertainty will be resolved.

Learning has many dimensions. Learning can take place at various levels of a policy problem, ranging from agents in the economy who are learning in order to adapt to changes in their environment to policy-makers who are trying to formulate the best policy in an uncertain and changing world. When agents within the economy react to changed circumstances, it is usually termed adaptation. If these agents perceive uncertainty but learn over time, then adaptation takes time. While learning is taking place agents adjust, making suboptimal decisions (relative to perfect information) with resulting welfare losses. To offer an overly simplistic example, suppose the climate has changed in the Midwestern US, resulting in a higher frequency of flooding and more rainfall. It may take decades before farmers realize the change is permanent and combat the increased rainfall by changing the crops (perhaps planting flood resistant strains). In the meantime, significant crop losses occur. Even if farmers could adapt perfectly to the changed climate, the delay in realizing a change has occurred results in significant losses.

Policy-makers also base decisions on some body of knowledge. When that knowledge base evolves over time, regulatory decisions evolve over time. More subtly, current regulatory decisions must take into account the fact that more will be known tomorrow. This process takes time and the decisions made in the interim influence the rate at which information is being acquired.

In addition to who learns, we can characterize how learning occurs. Passive learning involves the exogenous arrival of information. This may occur all at once, as in Manne and Richels (1992), or more gradually as a function of time, as in Kolstad (1993, 1996). Obviously

there has to be some process whereby information is generated and arrives; however, with passive learning, that process is exogenous to the system being examined.

We let active learning denote learning where agents have some influence over the rate at which information arrives. For instance, investment in research and development (R&D) yields information. R&D is an obvious way in which information is acquired and a clear example of active learning. It is also a major factor in learning about climate change.

Learning from experience is a form of active learning which is also very important in climate change. If a monopolist is uncertain about a demand curve, she can experiment by varying price and observing sales, learning over time about demand (Balvers and Cosimano, 1990). We could interpret our climate change policy as a grand experiment: by increasing GHG emissions we obtain information about how emissions influence the climate.

In the example of the farmer learning from realizations of the climate, learning occurs without R&D, simply by observation. Furthermore, much effort has been expended by the research community in trying to detect a climate change footprint/fingerprint in the temperature record of the last century. For example, Schlesinger and Ramankutty (1995) and Bassett (1992) examine the statistical properties of the relationship between global mean temperature and greenhouse gas concentrations. Researchers also search for signs of climate change in ice core and tree ring data (for example, see Folland, Karl, and Vinnikov, 1990). Both types of learning are necessary to conclude the climate is changing. The laboratory offers a controlled environment which isolates the problem. Observation confirms that the problem remains in the uncontrolled environment. If a signal is clearly evident, a much stronger case can be made for controlling the problem.

Uncertainty poses special challenges from the point of view of IAMs. IAMs are already typically complex, and explicitly modeling uncertainty (i.e. the decision maker or planner makes climate change control decisions without perfect knowledge of some parameters or variables) adds significantly to the complexity since the decision maker must consider each possible resolution of uncertainty. Explicitly modeling learning also adds significant complexity.

Because of the complexity, most IAMs treat uncertainty more simply via sensitivity analysis in various forms. The most common treatment is a type of Monte Carlo analysis known as
stochastic simulation (Weyant, et. al. 1995). Suppose uncertainty exists over a vector of parameters. Stochastic simulation is a technique which simulates the model under various parameter values. First a random draw is made from a given distribution over the uncertain vector. Then the modeler finds the results of the IAM under certainty for the randomly drawn parameter vector. Then another vector is drawn and the modeler again computes the results of the IAM. After a large number of draws, the average result becomes a measure of how the IAM might perform under uncertainty. This method has a particular advantage in that several uncertainties considered together may have a compound effect on the IAM results. Models which do sensitivity analysis one parameter at a time under estimate the effect of uncertainty because such compound effects are in effect ignored.

Under a special case known as certainty equivalence, stochastic simulation correctly gives the optimal action under uncertainty. Certainty equivalence occurs when the optimal action under uncertainty is equivalent to the expected value of the actions under each realization of the uncertain parameters with certainty. However, because of risk aversion certainty equivalence does not hold in climate change models. Furthermore, stochastic simulation offers no model of learning, or how uncertainty might be resolved over time. All uncertainty is (unrealistically) resolved immediately. Decisions cannot be made based on the results of learning and the relationship between learning and GHG control policies is unclear.

The problems with stochastic simulation has led a few modelers to consider a model where the decisions are actually made under uncertainty, such as Peck, Chao, and Teisberg (1989). Due to the complexity of decision making under uncertainty, such IAMs consider only limited forms of uncertainty. Most of these models consider only discrete uncertainty with passive learning. Discrete uncertainty modeling usually consists of a single uncertain parameter, which can take on one of two possibilities with some probability. Uncertainty is resolved at a fixed time in the future, and hence learning is passive. Such models can compute the value of information, or the difference in discounted consumption between the model under certainty and under uncertainty. Most modelers find the value of information is small. This result is, however, sensitive to when uncertainty is resolved, which is itself uncertain (Peck, Chao, and Teisberg, 1989). Furthermore,
total climate change damages are themselves small relative to the gross world product, so it is not clear if the value of information is small relative to the total costs of climate change.

Discrete uncertainty does not assume certainty equivalence and hence gives the optimal policy under uncertainty (although the assumption that a single parameter takes on only one two values understates the true uncertainty policy makers face). Further, discrete uncertainty allows information to change over time and hence gives an idea about how decisions relate to learning. However, because learning is passive, learning is unaffected by control policies. Kelly and Kolstad (forthcoming) model active learning by observation and determine that uncertainty is resolved after 90-160 years, far longer than assumed in most passive learning models. Further, when uncertainty is resolved is determined in part by GHG control policies. For example, restrictive GHG control policies such as those proposed by the IPCC slow learning considerably. Kelly and Kolstad (forthcoming) also find that optimal control policies are quite sensitive to learning, which gives an indication of the value of learning relative to total climate damages.

1.3. Review of Integrated Assessment Models

Table I gives a list of IAMs and how IAMs vary in the above dimensions. Of the 21 IAMs analyzed, ten are evaluation and 11 are optimization, suggesting no consensus exists on what type of IAM is best. Table I also shows that of the 21 IAMs analyzed, only one third allow any economic response to policy, and only five allow for more than one type of economic response. Those models that allow economic response to policy typically allow agents to vary the consumption/investment decision. This arises naturally out of the optimal growth framework, which all of these models use. Within the optimal growth model class, many IAMs have a production technology which specifies energy usage (either GHG intensive energy or non-GHG intensive energy) as an input. Hence producers may respond to GHG control policies by reducing GHG intensive energy usage, by either conservation by using more capital and labor or by using more non-GHG intensive energy. IAMs still have only very limited economic responses,

---

6 For example, Nordhaus (1994) estimates a three degree Celcius tempertaure rise (which occurs long after uncertainty is resolved) reduces gross world product by 1.33%. Mendelsohn,
however. For example, none of the models we have seen model adaptation or technological change endogenously.

Table I also shows the differences in complexity across policy evaluation and policy optimization models. Our definition of complexity in each category is not very restrictive. The only requirement for a complex model of atmospheric chemistry is a separate model of at least two GHGs (for example CO2 and sulfur dioxide). A complex climate has an explicit model of more than two climate layers or regions (for example temperature change in northern and southern hemispheres or a seven layer climate model) or explicitly models more than one climate change effect (such as rainfall or sea level rise). A complex economic model has an explicit energy sector or a complex model of impacts across regions or industries. In spite of our relatively weak definition of complexity, no policy optimization model has a complex model of atmospheric chemistry, none have a detailed climate, and few have a detailed economy. Conversely, many policy evaluation models have both a complex atmospheric chemistry model and a complex climate model. Indeed, two of the ten policy evaluation models have a complex climate, chemistry, and economic model.

Table I also shows the wide range of treatments of uncertainty. A majority (seven) use the stochastic simulation method described earlier, which allows multiple parameters to vary simultaneously from a joint distribution, but still assumes certainty equivalence. Five models allow for a limited form of actual decision making under uncertainty, where the uncertainty is discrete and resolved at a specific time in the future. Many models still have no formal treatment of uncertainty. Only one model allows for continuous decision making under uncertainty where resolution of uncertainty is endogenous and that model allows for only one uncertain parameter.

2. Critical Assumptions of IAM models.

et. al. (1996) estimates a 3 degree temperature rise to be approximately neutral on the United States economy.
Like all models, results from IAMs are driven by the critical assumptions of the models. A few of the assumptions of IAMs have received some attention in the literature, especially the debate over the appropriate rate of time discount. But for the most part, discussion of critical assumptions is noticeably lacking. However, a number of critical assumptions have been identified, which for the most part drive the results that are common to all IAM models.

2.1. Discounting

Perhaps the most often debated critical parameter is the rate of time discount (for example, see Arrow, et. al., 1996, Cline, 1992, and Nordhaus, 1994). Most of the benefits of climate change control (or the costs of climate change) are derived far in the future. Hence the more weight that is placed on the future, the more optimal climate change control rates rise. The discount rate is critical since small changes in the yearly discount rate compound over decades and centuries. Indeed in models which allow for economic response to policy, if a low rate of time discount is used, investment rates are higher and hence growth is higher and hence uncontrolled emissions are higher, which further increases the optimal control rates.

In infinite horizon models such as IAMs, several parameters determine the rate of time discount. The first parameter is the pure rate of time preference. The pure rate of time preference is where IAMs differ. The second parameter is the weight assigned to future generations. Most IAM models weight future generations equal to the present generation (except through the pure rate of time preference). A final parameter which affects the rate of time discount is the economic growth rate, along with the concavity of the utility function. Future generations are inherently better off because per-capita economic growth is generally rising due to advances in technology. Because marginal utility is declining, benefits to more wealthy future generations are less socially beneficial than benefits given to the current generation. The social rate of time preference is thus equal to pure rate of time preference plus the the economic growth rate times the elasticity of marginal utility. IAMs range from Cline (1992), where the pure rate of time preference is set to zero (based on equity considerations), the economic growth rate is 1.6%, and the elasticity of marginal utility is 1.5, which would give gives a social rate of time preference of about 2.4%. Other models calibrate rates of time preference by observing real world interest
rates. Calibrated models find a pure rate of time preference as high as 5%, which along with a 1.5% growth rate implies a social rate of time preference of 8%. The same IAM model with these two discount rates yield quite different results, especially in the future. Cline (1992) finds an optimal control rate as high as 50% by 2100, while Nordhaus finds an optimal control rate of only 13%. One problem with rates of time preference set via equity considerations is that the results of such models are difficult to sell to the developed world. In effect, such models say that the developed world must make sacrifices for the benefit of future generations in countries with high population growth rates such as China and India. Such models usually give investment rates far in excess of that which is observed, which leads to unrealistically high forecasts of uncontrolled emissions. However, calibrated models have been criticized based on the use of observed interest rates, which do not in general equal the pure rate of time preference because of distortions from non-optimal tax rates and because some environmental goods are not traded and not included in national accounts.

An early related technical issue was the appropriate terminal period to use in numerical calculations. Cline (1992, pg. 309) argued that the inclusion of very long term time horizons (and thus long term warming) generated significantly higher control rates compared with other researchers such as Nordhaus. However, in fact researchers such as Nordhaus (1994) actually used very long time horizons of 600 years, but simply did not report control rates beyond the year 2100 because the results were “too conjectural.” Indeed, Nordhaus (1991) shows clearly that the higher control rates obtained by Cline are due solely to the low rate of time preference. This is further supported by Nordhaus (1994), which shows that his model is not sensitive to the choice of terminal period (beyond 400 years), and by Kelly and Kolstad (forthcoming) who use an infinite horizon model and get similar results.

2.2. Economic Growth

The second most critical assumption is the assumed amount of economic growth in GHG intensive industries. Most IAMs tie GHG emissions to industrial production either implicitly through emissions projections, which are based on the growth in industrial production or explicitly through an actual model of industrial production. Economic growth results directly
from advances in technology and population growth, and from a high marginal product of capital in the developing world. As demonstrated in Kelly and Kolstad (1996), without growth in population and advances in technology, there will not be enough emissions to drive any climate change (much beyond that which has already occurred). Similarly, scenarios with high growth consistently find considerably more climate change and hence more spending on climate change control. This is readily apparent in the 1990s, where high growth around the world has produced higher than expected emissions of GHGs across the world. In fact, IAMs are usually quite pessimistic in their assumptions about the growth rate of production and hence emissions. A survey from Nordhaus and Yohe (1983) reveals that most IAMs assume a large slowdown in technology growth over the next century (primarily to make the problem computationally tractable). Similarly, most IAMs take population growth numbers from the United Nations (1994) or World Bank (1991) studies which predict zero population growth by the year 2200. Hence projected emissions growth also slows down and ends by the year 2200.

2.3. Economic Response to Control Policy

A third important assumption is when and where economic agents are able to respond to emission reduction policies. History is full of IAMs in other fields which made poor predictions, because the models did not allow for the response of economic agents to policy. For example, consider the limits to growth debate of the 1970s (see Meadows, 1972). These models made dire (and yet-to-be-realized) predictions about the effect of growth on the environment and natural resources, because they did not take into account the economic response of rising prices, substitution, and innovation to scarcity.

By “economic response” we mean here an endogenous response, that is an agent makes a decision optimally given a control policy. Many IAMs have exogenous built-in responses by agents, such as an exogenous change in fuel usage at a specific energy price. However, an exogenous response cannot easily capture the complex relationships that go into an endogenous decision. For example, suppose an IAM modeler perfectly specifies (exogenously) usage of solar energy as the price of fossil fuels rise. Now suppose that sensitivity analysis is performed with a parameter change that results in higher economic growth. Then the relationship between the price
of fossil fuel and the usage of solar energy changes, because incomes and other factors which affect demand change. But since the response is exogenously fixed, the relationship is incorrect, even though the relationship between fuel usage and prices was designed perfectly for the base case.

An IAM cannot possibly include all economic responses, because each possible type of economic response is really an extra decision variable, which adds significant complexity and computational cost. Therefore IAMs tend to differ in how and when (if at all) agents can respond to policy, which is an important factor in interpreting the results of IAMs. A variety of possible responses exist, from the adoption and/or development of cleaner energy technology to changes in consumption and investment.

The most common type of economic response is the ability of agents to change investment decisions in the face of GHG control policies. For example, agents may compensate for an overly restrictive GHG control policy. Suppose the world economy is in equilibrium and a restrictive control policy is put in place (ie a control policy which is more restrictive than the optimal policy). A restrictive policy is paid out of current income, which invariably results in a reduction in both consumption and investment. Lower investment implies lower future capital stocks and hence lower uncontrolled emissions.

Another common economic response in many IAMs is the ability of producers to reduce usage of GHG intensive fuels as the price rises. Producers may compensate for higher GHG intensive fuel prices by using non-GHG intensive fuels (ie natural gas, wind, or solar), or by using more capital and labor in the production process.

Although a few IAMs allow for investment and energy responses, other economic responses are much more rare in IAMs. For example, economic agents clearly act to mitigate climate change damages and costs. Some IAMs allow for more convex damages when climate change is abrupt (implicitly assuming climate change is unexpected), but such a response is fixed and not endogenous. A more general model would allow for adaptation based on expected climate change.

A final critical assumption is the degree of aggregation. Many models have but one or two regions of the world and find the optimal world GHG emissions level, but do not address how
countries would share the burden. Those models that do divide the world regionally are better able to assess the benefits and costs of climate change control across regions. However, such models must take into account the puzzle of designing enforceable international agreements. In an international agreement on climate change each country has a relatively small impact on the total world emissions, hence the incentive to cheat is strong.

2.4. Long Term Forecasting

How important is projecting/predicting the future accurately for integrated assessment? Some say that the purpose of an integrated assessment model is to pull together the diverse strands of understanding about a problem to generate the best prediction possible about what the future may bring or about the future effects of a specific policy. However, the quest for accuracy often breeds complexity. And complexity breeds opaqueness which for an IAM can mean uselessness.

At the other end of the spectrum are the small models of climate change that seek to capture the essence of the climate change process without adding complexity. Nordhaus (1994) fits into this category. With such a simple structure, it is possible to communicate the model’s operation to others and for others to learn from its use. This is one reason why the model of Nordhaus (1994) has been used by many other analysts as a starting point. The problem with the more simplified approach is that simplified models may be too simple to be useful for policy-making. For instance, the original Nordhaus model aggregates the world into one large region and simulates the economy with three equations. This is the essence of economic modeling—strip away unnecessary detail and focus on the core structure of the problem. We learn from this exercise but cannot place any “faith” in the numerical results that emerge from the model, at least as a basis for policy. Manne, Mendelsohn, and Richels (1993) are mid-way between simplicity and complexity in the Merge model and its progeny. Manne, Mendelsohn, and Richels (1993) have a structurally simple economic sector with significant detail on the energy sector. Despite this, some consider their model structure overly simple as a basis for policy.

Thus tension between detail/realism and simplicity/transparency characterize IAMs. Finding the right balance between these two conflicting goals is difficult. Given the purpose of IAMs – to
educate rather than predict – our preference is to err on the side of transparency and simplicity, at the expense of precision and accuracy. That is the essence of abstraction – to focus in on the core operation of a system and learn from the resulting simplified model.

3. Main Results of IAM Models.

IAMs share many common results and tend to agree more than disagree. The modeling community have also taken unprecedented steps to compare and contrast results in settings such as the Energy Modeling Forum (see for example EMF, 1993). This has even led to some “model convergence,” whereby initially diverse model predictions have converged over time. A number of significant results have come out of IAMs.

Perhaps the most surprising result is the consensus that given calibrated interest rates and low future economic growth, modest controls are generally optimal. This was the key result of Nordhaus (1994), which has now been found by many modelers. Generally results are in the range of a 5-10% reduction in emissions versus no control. This corresponds roughly to a tax of $5-10 per ton of carbon. Hence most models find that only a modest slowing of the rate of increase in emissions is warranted. This contrasts visibly with proposed policy measures of the IPCC and the Protocol conference which are in the range of 5-10% below 1990 levels. Still, 5-10% emissions control is significantly tighter than the current policy of no control.

The result on modest controls comes primarily from the critical assumptions listed above. First, since economic growth is modest, especially in the next century, emissions growth is modest and therefore the need for GHG control is modest. The result is also sensitive to the assumptions in the discount rate. If a zero rate of time preference is used, control rates are substantially higher. Finally, substantial exogenous innovations in the energy sector are built into most IAMs. If the true economic response is such that improvements do not arrive, or arrive more quickly than expected, the results would differ substantially.

The discordance between the results of IAMs and the currently proposed policy options raises important questions about the purpose of integrated assessment. IAMs seem to have
answered two major questions, the role of climate change in context of other problems and the assessment of optimal and other climate change control policies. However, the influence of these two major results on the policy debate is open to question. The Kyoto and IPCC policies are more restrictive than most IAMs. Perhaps policy makers are guided by political agendas or are unable to trust the “black-box” nature of IAM results (that is, in many IAMs it is not clear what assumptions drive the model). For example, the year 1990 is critical to politically-minded policy makers, but not to IAMs. In 1990 the former East Germany’s outdated factories were emitting very high levels of many pollutants. Thus to reduce emissions below 1990 levels, Germany needs only to replace the outdated factories, something that would have been done anyway. Modelers must take a more active role in the policy debate and bring the results to the forefront of the policy debate. Similarly, modelers must do more to explain what drives IAMs, which makes the results more understandable and trustworthy.

A related area of study is the optimal timing of GHG control policies. One possible control strategy is to act now, and institute a control policy immediately. Acting now hedges against unknown, but possibly severe, future damages. A second option is to wait-and-see, deferring action until more is known about the problem. Several results have emerged in comparing these two policies. First, IAMs which calculate the optimal GHG control level generally find some small immediate reduction in emissions is warranted. However, the cost of delaying control for a decade or two is quite small and the heaviest reductions are in the later years (see for example Richels and Edmonds, 1995 and Manne and Richels, 1992 and 1993). These results tend to advocate acting now, but again in a modest way. Results by Kelly et al (1998) also show little resolution in uncertainty in the next decade, which make the informational gains from waiting small. Finally, such results are sensitive to assumptions about technological innovation and the speed at which new capital is adopted.

As we have noted, from the early debates between Cline (1992) and Nordhaus (1994), most IAMs find that one critical parameter is the discount rate. This has generated some research in the environmental economics area which tries to better pin down the appropriate discount rate (see for example, Laibson, 1996, Lind, 1994, Manne, 1996, Schelling, 1995, Weitzman, 1994, and Weitzman, 1997). For example, Weitzman (1997) shows that if uncertainty over the rate of
return to capital in the distant future exists, then the lowest possible interest rate (and hence the
discount rate which is closest to one) that occurs with positive probability should be used for
discounting. This occurs because eventually the present value of all other possible outcomes
becomes small relative to the lowest-interest rate outcome. Manne (1996) compares the
overlapping generations framework with the more standard infinitely lived agent framework. The
overlapping generations model allows for more transparent modeling of bequests and other
important aspects of long term discounting. Manne (1996) finds that there is an overlapping
generations model and an infinite horizon model yield similar results when the consumption (not
utility) discount rates are equal. Laibson (1996) considers hyperbolic discount rates (the
psychology literature gives some evidence of hyperbolic discounting, see Laibson, 1996), which
leads to under saving, and hence in an IAM would lead to under-investment in GHG control.

Another useful result is the evaluation of proposed policy scenarios, such as the IPCC
scenarios. The IPCC (Watson, et. al. 1990) has proposed 5 scenarios for GHG emissions over
the next century (including scenario “A”, which corresponds to business-as-usual). These
scenarios differ quite widely: The business-as-usual case results in a CO$_2$ concentration nearly
twice as high as the most aggressive control scenario by 2100. Other proposed policies focus on
stabilizing emissions at 0-10% below 1990 levels at some point in the future.

IAMs show that such policies result in drastically different outcomes. In Nordhaus (1994)
the present discounted difference between the optimal policy and immediate stabilization at 1990
emissions levels is about 12 trillion 1989 dollars. Manne and Richels (1997) examine a variety of
emissions scenarios and evaluate the economic costs. Costs can range from as little as $.5 trillion
for the least-cost trajectory to as high as $8-9 trillion.

4. Directions for Research.

Most integrated assessment models are now quite complicated, with explicit models of many
features of the climate and economic systems. Still, a number of under-studied areas deserve
attention. Many of these areas are now currently under study.
4.1. Endogenous Technical Change

An elusive, but essential, aspect of the climate change problem is technical change. Technical change may be both emissions increasing: improvements in productivity leads to economic growth, or emissions decreasing: improvements primarily in the energy sector (improved energy efficiency or improvements in non-GHG intensive fuels) lead to less emissions per unit of production or consumption. Productivity-enhancing technical change in the 1990s has led to economic growth, which has substantially increased emissions. Estimates for economic growth in most models are quite low relative to historical observations. Still, most models recognize the importance of this kind of technical change and at least consider high growth in sensitivity analysis.

Technical change in the energy sector is more problematic for IAMs. Technical change has the possibility of being critically important. For example, innovations such as inexpensive electric automobiles or solar power has the potential to significantly change the threat of climate change without any regulation. Since climate change is a long run problem, innovations have plenty of time to penetrate the market. Of course such innovations are unpredictable, but at least some innovation seems quite likely.

Previously, modeling of technical change has been exogenous. One way to get an exogenous estimate of the degree of technical change is to examine the historical record. The CO₂ emissions intensity of output has fallen world-wide from 0.409 tons of carbon per thousand dollars of output in 1929 to 0.232 tons/$1000 in 1989 (Nordhaus, 1994). This includes substantial increases in the intensity of output in the former USSR and China. Nordhaus calculates an improvement in emissions intensity of about 1-1.5% per year. Some IAMs simply assume that further improvements occur at a similar, but declining rate of change as that observed in the past.

The other way to get an exogenous estimate of technical change is to build a model of energy usage where shifts in energy technology occur at specific energy prices. As energy prices rise from regulation, usage of GHG-emitting energy declines. Such models also often have a “back-stop” technology whereby at a certain energy price a GHG-free energy source becomes cost-efficient. Manne, Mendelsohn, and Richels (1993) have a particularly detailed model of the
energy sector. The model has an exogenous rate of improvement in emissions intensity of about 0.5% per year. Further, capital, labor, and energy form a constant returns to scale, constant elasticity of substitution production function. Hence producers may substitute some capital and labor for energy if energy costs are high. Producers may choose between many different energy technologies which have different costs and GHG emissions properties. Some carbon-free technologies become feasible only at specified dates in the future. In spite of the complexity of the model, innovation is exogenous. The set of alternative technologies is fixed and exogenous and becomes available at fixed and exogenous times and prices.

Such models do not take into account endogenous innovation. As prices rise and regulation becomes more stringent, firms may spend more on innovation to attempt to reduce emissions costs. In fact, one of the more attractive features of emissions taxes and tradable permits is that such regulation instruments spur innovation. Indeed Goulder and Schneider (1996) find theoretically that the costs of achieving a specific abatement target falls when endogenous technical change is included. However, researchers are still struggling with numerous aspects of endogenous technical change. First, considerable uncertainty exists over “knowledge spillovers,” or the degree to which other energy producing firms can use innovations from another firm. Another important distinction is the degree of previous distortion in the R&D market. Since R&D is a positive externality research should be supported via subsidies or patent rights. However, it is unclear how close we are to the optimal level of R&D spending. Further, other forms of innovation, such as learning-by-doing, have yet to be examined within the climate change framework.

4.2. Specifying Regulation Instruments

As described in Fisher et. al. (1996), policy makers have a wide variety of regulation instruments to use for climate change control. These include well-known regulatory instruments of taxes, command-and-control methods, and tradable permits. Many complimentary regulation instruments also control climate change: R&D subsidies, population control, taxes on gasoline, subsidizing energy which is not GHG intensive, subsidizing adaptation (by encouraging replacement of outdated equipment), and subsidizing reforestation all can potentially reduce GHG
emissions. IAMs, on the other hand, generally consider only one of two policy instruments. Most IAMs calculate only the optimal or prescribed GHG emissions target, and then convert the optimal emissions target into an optimal tax on carbon, by calculating the tax needed to achieve the specified emissions. Other IAMs model the tax on carbon directly, then construct a social planning problem. Such models miss important features of many regulation instruments, however.

Consider first revenue recycling provided by taxes and permits which are sold. In many proposed policies by the IPCC, carbon taxes will likely be quite high, leading to significant revenues which can be used to offset distortionary income taxes. Even in models which compute the optimal tax, (although probably not fully, according to Goulder, 1995). Revenue recycling has yet to be included in most IAMs.

Another challenge is creating a regulation instrument which is usable internationally. Since each country is sovereign, therefore incentives for each country not to comply with optimal GHG reduction numbers are strong. Within a country, a carbon tax (unlike complementary regulation instruments such as gasoline taxes) is difficult to collect and monitor. Carbon dioxide emission occur both through gasoline consumption and through electricity production, as well as a host of other means. Each emissions source would likely require a different taxation and monitoring scheme. Hence any regulation instrument should include monitoring and penalties for non-compliance, which increase the costs of regulation.

Finally, inefficient regulations can increase adaptation costs. For example, farm subsidies and subsidies to flood-prone areas add significantly to the adaptation costs of climate change. In general, by examining only the optimal or proposed emission targets, IAMs miss important costs and benefits of climate change regulation. Further, incorporation of actual policies improves the usefulness of IAMs for policy making, as such a model gives not only a target, but a way of achieving the target.

4.3. Adjustment Costs and Damages

Perhaps the most important, but not yet modeled, economic response is adaptation. Agents within the economy respond not only to policies, but to climate change itself, irrespective of the existence of regulation. For example, given changes in temperature and rainfall, farmers modify
input decisions such as irrigation and crop choice in order to lessen the impact of climate change. Such adaptation occurs regardless of the climate change policy.

Of course for adaptation to occur, economic agents must know exactly how the climate has changed. If climate change is uncertain (as it now is) adaptation is more difficult. In a world of imperfect information about climate change, damages are greater due to imperfect adaptation.

Many studies which estimate the damage from climate change assume complete information and perfect adaptation. Such models find relatively little damage from climate change (Mendelsohn, et. al., 1994). Most of the damage occurs on the adjustment path. This could be incorporated into an IAM by making damages greater under uncertainty. When uncertainty is resolved, damages are smaller. Further, most damage studies are done in the developed world, and the developing world is less able to adapt to climate change. Hence damage studies need to be expanded, and the results need to be incorporated into IAMs.

While sensitivity analysis gives important insights into the behavior of IAMs under alternative parameter specifications, sensitivity analysis falls well short of modeling optimal behavior under uncertainty. Direct incorporation of uncertainty goes a long way toward making the results more useful for policy-makers.

5. Conclusions

In the climate change literature, integrated assessment models have a relatively short history of less than a decade, yet a surprising amount of knowledge has emerged. Before the first IAM introduced by Nordhaus (1991), there was no clear way to combine the immense amounts of information on climate change. Hence, researchers and policy makers had little information about the expected costs, damages, and effects of climate change were. IAMs have now successfully integrated scientific information on climate change, and ordered together the various components of climate change. IAMs then pointed out the expected costs and benefits of climate change control, and the results surprised many climate change researchers and policy makers.
Probably the most striking result is that our current understanding of climate change costs, damages, etc. does not justify more than modest emissions control given a discount rate calibrated from interest rates and slow economic growth. The optimal amount of emissions control is well below current proposed policies, yet more than the current policy of doing nothing. The result holds up surprisingly well to sensitivity analysis with respect to many uncertainties. However, IAMs do show the sensitivity of emissions policy to the treatment of future generations through the discount rate and to estimates of economic growth. Other results include that information acquisition makes little difference to current period levels of emissions control, and the cost of following other proposed emissions policies.

Many challenges still remain, but the above conclusions are unlikely to be altered. A better, endogenous model of technical change is essential. Further, most models allow for an overly limited set of responses on the part of consumers and producers in the model, especially in modeling adjustment costs and damages. Most models still rely on certainty equivalence, which does not hold, in uncertainty analysis. However, preliminary work indicates the above results on modest controls and sensitivity to the discount rate are not altered when endogenous technical change or actual decision making under uncertainty are considered. Finally, recent work on calibrating the damage from climate change needs to be expanded and incorporated into IAMs, which now use expert surveys or best guesses.

The integrated assessment community has done an excellent job of analyzing, comparing, and contrasting the multitude of IAMs. Because of the analysis, IAMs give a remarkably consistent message. However, despite the consistent message and the large amount of government research money which has been spent, the message is not known far outside the integrated assessment community. The integrated assessment community must still do more to bring the results to the forefront of the debate on what to do about climate change.
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Table I: A survey of IAMs.

<table>
<thead>
<tr>
<th>Model</th>
<th>Author</th>
<th>Type</th>
<th>Detail</th>
<th>Uncertainty</th>
<th>Economic Response</th>
</tr>
</thead>
<tbody>
<tr>
<td>AIM</td>
<td>Morita et al (1994)</td>
<td>Evaluation</td>
<td>C S C</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>AS/ExM</td>
<td>Lempert, et. al. (1996)</td>
<td>Evaluation</td>
<td>C S C</td>
<td>Discrete</td>
<td>None</td>
</tr>
<tr>
<td>CETA</td>
<td>Peck and Tiesberg (1992)</td>
<td>Optimization</td>
<td>S C S</td>
<td>Discrete</td>
<td>Investment, energy</td>
</tr>
<tr>
<td>Connecticut</td>
<td>Yohe and Wallace (1995)</td>
<td>Optimization</td>
<td>S C S</td>
<td>Discrete</td>
<td>Investment, energy</td>
</tr>
<tr>
<td>CRAPS</td>
<td>Hammit (1995)</td>
<td>Optimization</td>
<td>S S S</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>DIAM</td>
<td>Chapuis, et. al. (1995)</td>
<td>Optimization</td>
<td>S S S</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>IMAGE</td>
<td>Alcamo (1994)</td>
<td>Evaluation</td>
<td>C S C</td>
<td>Sensitivity</td>
<td>None</td>
</tr>
<tr>
<td>MAGICC</td>
<td>Wigley, et. al. (1993)</td>
<td>Evaluation</td>
<td>C C C</td>
<td>Sensitivity</td>
<td>None</td>
</tr>
<tr>
<td>MARIA</td>
<td>Mori (1995)</td>
<td>Optimization</td>
<td>S C S</td>
<td>None</td>
<td>Investment, energy</td>
</tr>
<tr>
<td>MERGE</td>
<td>Manne, et. al. (1993)</td>
<td>Optimization</td>
<td>S C S</td>
<td>Discrete</td>
<td>Investment, energy</td>
</tr>
<tr>
<td>PEF</td>
<td>Cohan, et. al. (1994)</td>
<td>Evaluation</td>
<td>C S S</td>
<td>Stochastic sim.</td>
<td>None</td>
</tr>
<tr>
<td>ProCAM</td>
<td>Edmonds, et. al. (1994)</td>
<td>Evaluation</td>
<td>C C C</td>
<td>Sensitivity</td>
<td>None</td>
</tr>
<tr>
<td>RICE</td>
<td>Nordhaus and Yang (1996)</td>
<td>Optimization</td>
<td>S C S</td>
<td>None</td>
<td>Investment, control*</td>
</tr>
<tr>
<td>SLICE</td>
<td>Kolstad (1996), Kelly and Kolstad (forthcoming)</td>
<td>Optimization</td>
<td>S S S</td>
<td>Continuous</td>
<td>Investment</td>
</tr>
<tr>
<td>TARGETS</td>
<td>Rotmans (1995)</td>
<td>Evaluation</td>
<td>C S C</td>
<td>None</td>
<td>None</td>
</tr>
</tbody>
</table>
Key:

**Detail**: Three categories are climate (C), economy (E), and atmospheric chemistry (A). Detail refers to either simple (S) or complex (C).

**Type**: Evaluation means a model that evaluates an exogenous policy; optimization endogenously find the optimal policy.

**Uncertainty**: Sensitivity analysis indicates certainty equivalence is assumed. Stochastic simulation also assumes certainty equivalence but varies parameters together. Discrete indicates decision making under uncertainty, where possible outcomes are discrete (usually only two possible outcomes), and learning is passive. Continuous indicates a continuous distribution of outcomes of uncertainty at all time periods and active learning.

**Economic Response**: Investment indicates agents can change investment/consumption decisions in response to GHG control policies. Energy indicates agents can change energy sources or the capital energy ratio in response to GHG control policy. RICE model allows for economic response of agents investment and control decisions to investment and control decisions made in other regions.